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To Accelerate Biological MD Simulations

• Accelerate MD simulation
•Why MD is so slow ?
• How to accelerate MD ?

• Efficient MD algorithms
• Enhanced Conformational Sampling
• Application to Protein-Ligand Binding
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Why MD is so slow ?

London, home to Maurice Wilkins, who shared the 1962
Nobel Prize with Crick and Watson, and where there was
a third-year biophysics option. In 1967, towards the end of my
BSc degree I applied to Kendrew and Perutz to do a PhD at
the Medical Research Council Laboratory of Molecular
Biology in Cambridge but they turned me down for lack of
space. Persuaded by friends (who went on to be very
successful businessmen), I asked to be considered for 1968.
This time they invited me for an interview but their decision
to consider me in 1968 left me at a loose end. Again my
friends worked on me and I drove up to Cambridge, accosted
Max Perutz in the corridor, and when he agreed to discuss my
case with Kendrew, I beat a hasty retreat. I was overjoyed
when I heard few days later that I had definitely been
accepted for 1968. Kendrew went on to insist that I spend the
intervening year with Lifson at the Weizmann Institute, and
made his suggestion very attractive by getting me, who had
just finished his BSc, a Royal Society Exchange postdoctoral
fellowship at the Institute.

The consistent force field description of the potential
energy function of a molecule (Figure 7) is very powerful as it
can be used to compute all the properties of any molecular
system by a combination of the methods shown in Figure 8.
Relying on the transferability of the energy parameters, I
realized that although Lifson and Warshel had not included
amino acids in their parameter determination, and indeed had
determined energy parameters for only two (H and C) of the
four (H, C, N, O) atom types that occur commonly in amino

acids, their methods could be extended. This made me start to
do calculations on protein molecules that had many hundreds
of atoms compared to the few tens of atoms in the molecules
studied by Warshel and Lifson.[9] My idea was to energy-
minimize the atomic structure of an entire protein by moving
the atoms in Cartesian coordinates (x,y,z). Such a calculation
was feasible even though the Golem A had so little memory
because one did not require first derivatives for energy
minimization: it was sufficient to follow the forces downhill
by a method called steepest descents. Consider a small
molecule with 30 atoms. Its second-derivative matrix requires
(3 ! 30)2/2 = 4050 memory words. This space suffices for the
first-derivative vector of a protein with 1350 atoms, more than
enough for lysozyme with 964 heavy atoms or myoglobin with
1120 heavy atoms.

The issue was where to get the X-ray-determined atomic
coordinates for these two proteins. Fortunately, Prof. Nathan
Sharon and his PhD student Yuval Eshdat had obtained
printouts of the coordinates of these proteins from David
Phillips and John Kendrew, respectively, so that they could
build a brass-wire model with what are known as Watson–
Kendrew components. I had volunteered to help Yuval build
the model of lysozyme (Figure 9). This allowed me to get the
printout typed onto punched cards and then run the first

Figure 6. John Kendrew had a greater influence on my career than
anyone else but this influence was indirect. One year after winning the
1962 Nobel Prize, Kendrew wrote and presented a BBC television
program entitled the Thread of Life. I had arrived from South Africa
two months before the program began to be aired on January 4th,
1964. I was living with my aunt and uncle, both scientists, in London
and had never seen TV before. Although the screen was small, the
resolution low and the color more black and yellow than black and
white, I was immediately addicted. Thankfully, I got to watch Ken-
drew’s program which no longer exists and got the most amazing
introductory course in molecular biology imaginable. The topics dealt
with could be the backbone of a modern course in molecular biology,
starting with “The REVOLUTION IN BIOLOGY” (on January 4, 1964)
and ending with “The WAY AHEAD” (on March 7, 1964).

Figure 7. The energy function of any molecule is classical both in that
it does not use quantum mechanics and also because it relies on
a classical description of the molecule as a collection of balls
connected by springs. The terms shown here have been used with
little alteration since 1970. They account for bond stretching and bond
angle bending as harmonic springs. Both degrees of freedom b and q
have an equilibrium value given by the energy parameters bo and qo,
respectively. The potential energy of a single bond or bond angle
increases if the bond (or angle) is compressed or extended. The
stiffness of the spring is given by other energy parameters, Kb and Kq.
The other energy terms are a little more complicated but they follow
the simple bond and angle terms in that they depend on the types of
interacting atoms and each interaction contributes to the total
potential energy in a simple additive fashion. Different terms use
different energy parameters, which must be determined by least-
squares refinement of calculated molecular properties against those
observed. Lifson and Warshel started this process in 1968 and it is still
used to refine the most-modern classical molecular potential energy
functions. The newest force fields are based on high-order quantum
calculations[10] rather than experimental data.
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[I] Atomic Force Evaluation

[II] Time Integration

Atomic force is evaluated as a derivative of Molecular 
Potential Energy Function.

1) Large Number of Atoms
• At least 104 atoms
• Sometimes more than 1M atoms

2) Nonbonded Interactions
• Nonbonded Interaction is the 

slowest calculations in 
Energy/Force Evaluations.

3) Dt must be small
• Fast vibrational motions
• Dt is 1~2 fsec = 1~2 x 10-15 sec



How to accelerate MD ?
1) Large Number of Atoms
• At least 104 atoms
• > 1M atoms, sometimes

1) Hybrid Parallelization
Hierarchical Space Decomposition ⇨ Each CPU computes Local Interaction

Nonbonded Interactions are evaluated in the midpoint cells. 
→ Optimize the balance between computation and communication.

J. Jung, T. Mori and Y. Sugita, J. Comp. Chem. 35, 1064 (2014)

J. Jung 
(CPR / R-CCS)



On K computer at RIKEN and Trinity at LANL, we could show good weak 
scaling of GENESIS.

27 STMV 
(28,798,956 atoms)

K computer @ RIKEN Trinity @ LANL

Number of CPU cores Number of CPU cores
J. Jung et al. J. Comp. Chem. (2019)C. Kobayashi, J. Jung et al. J. Comp. Chem. (2015)

How to accelerate MD ?
1) Large Number of Atoms
• At least 104 atoms
• > 1M atoms, sometimes

1) Hybrid Parallelization
Hierarchical Space Decomposition ⇨ Each CPU computes Local Interaction



2) Nonbonded Interaction
• Nonbonded Interaction is the 

slowest calculations in 
Energy/Force Evaluations.2) Optimization of the program

Optimized Nonbonded Kernel for each CPU
Algorithm. Real-space non-bonded interaction kernel used for GENESIS 1.0-1.3
do ij = 1, M
icel = cell_index(1,ij)
jcel = cell_index(2,ij)
do i = 1, N(icel)
force_temp(1:3) = 0.0
do k = 1, Neighbor(i,ij) Number of neighbors of i-th atm in icel-th cell
j = Neighbor_list(k,i,ij) Neighbor of i-th atom in icel-th cell
rij(1) = coord(1,i,icel)-coord(1,j,jcel)
rij(2) = coord(2,i,icel)-coord(2,j,jcel)
rij(3) = coord(3,i,icel)-coord(3,j,jcel)

dij = sqrt(rij(1)2+rij(2)2+rij(3)3)
calculate f (1:3):force component from given distance
force_temp(1) = force_temp(1) – f (1)
force_temp(2) = force_temp(2) – f (2)
force_temp(3) = force_temp(3) – f (3)
force(1,j,jcel) = force(1,j,jcel) + f (1)
force(2,j,jcel) = force(2,j,jcel) + f (2)
force(3,j,jcel) = force(3,j,jcel) + f (3)

end do
force(1,i,icel) = force(1,i,icel) + force_temp(1)
force(2,i,icel) = force(2,i,icel) + force_temp(2)
force(3,i,icel) = force(3,i,icel) + force_temp(3)

end do
end do

Nonbonded Energy 
Kernel in GENESIS 1.3

How to accelerate MD ?



Algorithm. Real-space non-bonded interaction kernel used for KNL
do ij = 1, M
icel = cell_index(1,ij)
jcel = cell_index(2,ij)
do i = 1, N(icel)
if (Neighbor(i,ij) == 0) cycle
force_temp(1:3) = 0.0
do j = 1, N (jcel)
rij(1) = coord(i,1,icel)-coord(j,1,jcel)
rij(2) = coord(i,2,icel)-coord(j,2,jcel)
rij(3) = coord(i,3,icel)-coord(j,3,jcel)
dij = sqrt(rij(1)2+rij(2)2+rij(3)3)
calculate f (1:3):force component from given distance
force_temp(1) = force_temp(1) – f (1)
force_temp(2) = force_temp(2) – f (2)
force_temp(3) = force_temp(3) – f (3)
force(j,1,jcel) = force(j,1,jcel) + f (1)
force(j,2,jcel) = force(j,2,jcel) + f (2)
force(j,3,jcel) = force(j,3,jcel) + f (3)

end do
force(i,1,icel) = force(i,1,icel) + force_temp(1)
force(i,2,icel) = force(i,2,icel) + force_temp(2)
force(i,3,icel) = force(i,3,icel) + force_temp(3)
end do

end do

Nonbonded Energy 
Kernel for Intel PHI

2) Nonbonded Interaction
• Nonbonded Interaction is the 

slowest calculations in 
Energy/Force Evaluations.2) Optimization of the program

Optimized Nonbonded Kernel for each CPU

How to accelerate MD ?



Intel CPU CPU + GPU K computer Fugaku

The optimal kernel is generated when GENESIS is compiled.

GENESIS Multi-Kernel (Version 2.0 or later)

Basic Arch.
Design

Manufacturing

FUGAKU Co-design
System Application

Start-up
Investigation
Development

11.3 peta-flops 400 peta-flops

GENESIS 1.3.0 GENESIS 2.0

X 35

x 125 (dt=2.5fs)

From K to Fugaku

2) Nonbonded Interaction
• Nonbonded Interaction is the 

slowest calculations in 
Energy/Force Evaluations.2) Optimization of the program

Optimized Nonbonded Kernel for each CPU

How to accelerate MD ?



• Solve the system-size problem
• Inverse Lookup Table: Jung et al. JCC 34, 2414-2420 (2013).
• Midpoint Cell Method: Jung et al. JCC 35, 1064-1072 (2014).
• Volumetric 3D FFT: Jung et al. CPC 200, 57-65 (2016).
• GPU parallelization: Jung et al. JCTC 12, 4947-4958 (2016).
• Multiple program/multiple data: Jung et al. JCC 38, 1410-1417 (2017).
• Kinetic energy definition: Jung et al. JCP 148, 164109 (2018).
• Optimal temperature: Jung et al. JCTC 15, 84-94 (2019).
• KNL parallelization: Jung et al. JCC 40, 1919-1930 (2019).

• Solve the time-scale problem
• Reaction Path Method: Matsunaga et al. JPCLett 7, 1446-1451 (2016).
• Domain Motion Enhanced model: Kobayashi et al. JPCB 119, 14584-14593 (2016).
• RSE-MTD: Galvelis et al. JCC 36, 1446-1455 (2015) ; Galvelis et al. JCTC 13, 1934-1942 (2017).
• gREST, gREST/REUS: Kamiya et al. JCP 149, 072304 (2018).
• GaREUS: Oshima et al. JCTC in revision

• Apply biological problem
• QM/MM: Yagi et al. JCTC 15, 1924-1938 (2019).
• Cryo-EM flexible fitting: Mori et al. Structure 27, 161-174 (2019). 

New Methods Implemented in GENESIS

J. Jung
(RIKEN)



GENESIS for High-Performance MD
Efficient Weak Scaling for Supercomputers w/o GPU

K computer
(2011 – 2019)

https://www.r-ccs.riken.jp/labs/cbrt/
This is free software under GPLv2 License. 

Leader: Y. Sugita

Current main developers:
J. Jung, T. Mori, 
C. Kobayashi,, Y. Matsunaga, 
H. Oshima, K. Kasahara,
K. Yagi
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(2021 – )

11.3 peta-flops 400 peta-flops
GENESIS 1.3.0 GENESIS 2.0x 125

23,558 atoms 90,906 atoms 1,067,095 atoms

Gromacs (1GPU)
Amber (1GPU) Gromacs (1GPU)

Amber (1GPU) Gromacs (1GPU)
Amber (1GPU)

Gromacs (MPI)

Gromacs (MPI)

Gromacs (MPI)

GENESIS Benchmark on Infini-band PC-cluster (Intel Gold 6142 2.6 GHz 32 core, GeForce GTX-1080 Ti)

X 35

Fugaku is a nick name of Mt. Fuji



To Accelerate Biological MD Simulations

• Accelerate MD simulation
•Why MD is so slow ?
• How to accelerate MD ?

• Efficient MD algorithms
• Enhanced Sampling Methods
• Protein-Ligand Binding Simulation
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Replica-Exchange MD (REMD)

Upon the exchange of temperatures between 
replicas, we can sample a wider conformational 
space than the conventional MD.

Y. Sugita and Y. Okamoto, Chem. Phys. Lett. 314, 141-151 (1999)

Avoid trapping



generalized REST (gREST)
for protein-folding dynamics

Replica-Exchange with Solute Tempering
(REST/REST2):

T. Terakawa et al. J. Comput. Chem. 32:1228-1234 (2011), 
S. L. C. Moors et al. J. Chem. Theory Comput. 7:231-237 (2011), 
L. Wang et al. J. Phys. Chem. B 115:9431-9438 (2011).
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M. Kamiya (RIKEN → IMS)

generalized REST (gREST)
M. Kamiya and Y. Sugita, J. Chem. Phys. 149: 072304 (2018)

gREST can define the solute region in a more flexible manner. 
The solute region is selected as a part of a molecule or a part of potential energy function.

In all replicas, solvent is 
simulated at room temp.

“solute” temp. is 
different in each 
replica like REMD. 



generalized REST (gREST)
for Protein-Ligand Binding

Solvent-Solvent (vv)

Solute-Solvent (uv)

Solute-Solute (uu)Protein

Ligand

Solvent
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Sidechain motion is enhanced in gREST

310 K3,100 K

Water dynamics is accelerated in gREST

generalized REST (gREST)
M. Kamiya and Y. Sugita, J. Chem. Phys. 149, 072304 (2018)

Solute = Ligand + Sidechains at the Binding Sites

S. Re (RIKEN)



Mechanisms for Protein-Ligand Binding

（Encounter complex）

（Bound state）

Binding of a ligand to a protein can be understood via three different 
states, namely, Bound, Unbound, and Encounter complex.

Fr
ee

 E
ne

rg
y （Unbound state）

LigandProtein

Many questions to be addressed by theoretical chemistry
• Prediction of the Bound and Encounter complex states
• Binding pathways or free-energy landscapes
• Effect of protein structural flexibility
• Kinetics of binding processes



Binding Prediction with gREST
Less expensive, straight forward approach

Solute region:
Ligand+Helix D, E, F and G
Dihedral, LJ and CMAP terms
8 replicas (300 K~520 K)
300 ns / replica
2.4 μs in total (300 ns x 8 replicas)

Flat bottom restraint potential:
Center of pocket – Ligand COM
Reference distance: 15 Å
Force constant: 1 kcal/mol/Å2

L99A T4 Lysozyme (T4L L99A)

L99A T4 Lysozyme
• A well studied benchmark/test system.
• Recently revisited for understanding the conformation-binding coupling.

e.g. G. Bouvignies et al (2011) Nature 477:111–117, M. Merski et al (2015) PNAS 112:5039–5044. A. Nunes-Alves et al 
(2018) Biophys J 114:1058–1066. Y. M. Huang et al (2018) J Chem Theory Comput 14:1853–1864. Y. Wang et al (2016) Elife
5:1–35. P. Vallurupalli et al (2016) Chem Sci 7:3602–3613. J. M. Schiffer et al (2016) Biophys J 111:1631–1640.

A. Niitsu (RIKEN)

A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.

S. Re (RIKEN)



Blind Prediction of Five Ligands
A distinction between binders and non-binders possible?

(initial)

(COMs of ligand)

No binding event is observed for 1 μs conventional MD of benzene

A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.



Prediction for Binders
Multiple replicas find “native” pose

(300 K)

A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.



Prediction for Non-Binders
Ligands rarely enter the cavity

(Comparison with the X-ray structure for the benzene)
A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.



Predicted Binding Poses 
X-ray structures are accurately reproduced

X-ray structure
(PDB ID: 181L)

RMSD = 0.25 Å

X-ray structure
(PDB ID: 4W54)

RMSD = 0.11 Å

X-ray structure
(PDB ID: 4W59)

RMSD = 0.07 Å
Blue and magenta represent structures with the smallest RMSDs

A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.



Distinction of Binders and Non-Binders 
Based on Free-Energy Profiles

Binders

Non-binders Ligand-protein distance

Free-energy profiles at 300 K obtained from MBAR analysis



Binding Pathways and Intermediates
Favors FGH path, Encounter complex is important

Free-energy landscapes at 300 K obtained from MBAR analysis
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A. Niitsu, S. Re , Oshima, Kamiya, Sugita J. Chem. Info. Model.  (2019)  in press.



Summary

• In GENESIS, we implemented efficient hybrid 
parallelization and optimization for each CPU architecture.

• The optimal temperature definition allows us to extend 
the time-step in the time integration.

• Enhanced conformational sampling method fills the gap 
between simulation and experiment.

• Using GENESIS on FUGAKU, we study cellular-scale 
biology and drug discovery in collaboration with 
experimental scientists.
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