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RIKEN

Apr 1 2018 Became Director of Riken-CCS: St

Science, of Computing, by Computing, and for Computing

R-CCS

Riken Center for Computational Science (R-CCS)
World Leading HPC Research, active collaborations w/Universities, national labs, & Industry
Sci. of Computing

Foundational research on computing in high

performance for K, Post-K, and beyond towards the
“Post-Moore” era, including future high
performance architectures, new computing and
programming models, system software, large scale
systems modeling, big data analytics, and scalable
artificial intelligence / machine learning

Simulation

High Resolution, High NaEl SyneEe; A Novel Future High
Fidelity Analysis & @ Performance Computing
Sci. for Computing Architectures & Algorithms

Sci. by Computing
Breakthrough Science & Technology using high
performance computing capabilities of K, Post-K
and beyond to address the issues of high public
concern, in areas such as life sciences, climate &
environment, disaster prediction & prevention,
advanced manufacturing, applications of machine
learning for Society 5.0.

New Materials & Electronic Devices e.g., Photonics,
Neuromorphics, Quantum, Reconfigurable




RIKEH

Post K The Game Changer b

T ——— W WO W W T T T —

Heritage of the K-Computer, HP in simulation via extensive Co-Design
& * High performance: up to x100 performance of K in real applications
 Multitudes of Scientific Breakthroughs via Post-K application programs

e Simultaneous high performance and ease-of-programming

2. New Technology Innovations of Post-K Global leadership not just in

High Performance, esp. via high memory BW
Performance boost by “factors” c.f. mainstream CPUs in many
HPC & Society5.0 apps via BW & Vector acceleration

Very Green e.g. extreme power efficiency
Ultra Power efficient design & various power control knobs E—

Arm Global Ecosystem & SVE contribution Sy
Top CPU in ARM Ecosystem of 21 billion chips/year, SVE co-

design and world’s first implementation by Fujitsu

High Perf. on Society5.0 apps incl. Al rofr
Architectural features for high perf on Society 5.0 apps based  A64FX

on Big Data, AI/ML, CAE/EDA, Blockchain security, etc.
Technology not just limited to Post-K, but into societal IT infrastructures e.q. Clouds

the machine & apps, but as
cutting edge IT

ARI\Nassive o ystem

from embedded to HPC




2 Post K A64fx Processor is- e

e an Many-Core ARM CPU:-- — —

e 48 compute cores + 2 or 4 assistant (OS) cores| - C_°_"‘[°"e’8_8'"‘efff°_° __________

o Brand new core design ‘S U e

 Near Xeon-Class Integer performance core | [2[T| <7 . T2

e ARM V8 --- 64bit ARM ecosystem :::::::::;_::::: O ISEEEEEE S

e Tofu-D + PCIe 3 external connection [ LT U

AT U e

e :-but also an accelerated GPU-like processor t——— ’ — '

e SVE 512 bit vector extensions (ARM & Fujitsu)
. Integer (1, 2, 4, 8 bytes) + Float (16, 32, 64 bytes)

e Cache + scratchpad-like local memory (sector cache)

e HBM2 on package memory — Massive Mem BW (Bytes/DPF ~0.4)
. Streaming memory access, strided access, scatter/gather etc.

e Intra-chip barrier synch. and other memory enhancing features

»00183@PU-like High performance in HPC, Al/Big Data, Auto Driving:-- 4
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“Post-K” Chronology RS

(Disclaimer: below includes speculative schedules and subject to change)

e 1H2019 “Post-K" manufacturing budget approval by the Diet, actual
manufacturing commences

e Apr 2019 R-CCS lead research activities on next-gen architectures will
commence => whitepaper to be written by Winter

e Aug 2019 End of K-Computer operations

e 4Q2019~1Q2020 “Post-K" installation starts

e 1H2020 “Post-K" preproduction operation starts

e 2020~2021 “Post-K" production operation starts (hopefully)
e And of course we move on---

Watch for announcements on “Post-K” technology commercialization by
Fujitsu and its partner vendors RSN



ARM for HPC - Co-design Opportunities, ISC 2018 BOF
June 25, 2018

Co-design for Post-K

(slides by Mitsuhisa Sato team Leader of Architecture Development Team)
Deputy project leader, FLAGSHIP 2020 project
Deputy Director, RIKEN Center for Computational Science (R-CCS)

Analysis of applications to devise

the most efficient solutions Started in 200 v 4_

,»
Py

ore

Applications

Execution Model

Programming System

Richard F. BARRETT, et.al. “On the

Architecture Role of Co-design in High Performa
nce Computing”, Transition of HPC
Circuits & Design Towards Exascale Computing
Issues and opportunities @) ||

to exploit aven R-CCS



Co-design from Apps to Architecture cn

e Architectural Parameters to be determined
e #SIMD, SIMD length, #core, #NUMA node, O3 resources, specialized hardware
e cache (size and bandwidth), memory technologies
. : : : Target applications representatives of
¢ Chlp dle'S|Ze/ power consumption almost all our applications in terms of
e Interconnect computational methods and
e We have selected a set of target applications communication patterns in order to
design architectural features.
e Performance estimation tool

Performance projection using Fujitsu FX100 Ui
execution profile to a set of arch. parameters.

e Co-design Methodology (at early design e L

p h 3 se) @ Genomon Genome processing (Genome alignment)
Earthquake simulator (FEMi tructured & structured
- 3 GAMERA g:d) quake simulator in unstructured & structure
1. Sett-l ng Set Of SySte-m I.)a Ia mete 'S @ NICAM+LETK z:l:::it:e; zae;i:;:zr; s};);sl:s; l:-:tl::?) Big data (structured grid
2. TLI nin g ta rg et d p pl |Cat|0 ns un d er th e ® NTChem molecular electronic (structure calculation)
SySte m pa Fam ete 'S @ ® FFB Large Eddy Simulation (unstructured grid)
3. Evaluating execution time using prediction @ RSDFT an ab-initio program (density functional theory)
t 00 I S At Computational Mechanics System for Large Scale Analysis

and Design (unstructured grid)

©

CCS-QCD Lattice QCD simulation (structured grid Monte Carlo)

4. Identifying hardware bottlenecks and
p. changing the set of system parameters

RIKEN



R Genesis MD: proteins in a cell environment _m

B Simulation of a protein in isolation _ _ _ _
o - . W all atom simulation of a cell interior
Folding simulation of Villin, a small protein

with 36 amino acids B cytoplasm of Mycoplasma genitalium

Fllynsmir e n

ratelns

Tnnimr



R NICAM: Global Climate Simulation e

B Global cloud resolving model with 0.87 km-mesh which allows
resolution of cumulus clouds
B Month-long forecasts of Madden-Julian oscillations in the tropics is realized.

VAVAVAVAY

Global cloud resolving
model

Miyamoto et al (2013) , Geophys. Res. Lett., 40, 4922-4926, doi:10.1002/grl.50944.



Heart Simulator S

electrocardiogram )
g m  Multi-scale

— (ECG) ~—
simulator of
heart starting
from molecules
and building up

SRS SRS BRRE R S cells, tissues, and

0 400 SO0 | 208

time [msec] heart

ultrasonic waves

a8 )

4 SV

m Heartbeat, blood ejection, coronary
circulation are simulated consistently.

m Applications explored
m congenital heart diseases
m Screening for drug-induced irregular

heartbeat risk
UT-Heart, Inc., Fujitsu Limited

RIKEN



Co-design of Apps for Architecture oy
e Tools for performance tuning

Analysis of applications to devise

e Performance estimation tool the most efficient solutions
Performance projection using Fujitsu FX100 Bpphcations |
execution profile _Execution Model _|
Gives “target” performance Pg:r::ejusryetm |
« Post-K processor simulator ~ comEbem |
Based on gem5, O3, cycle-level simulation i

to exploit

Very slow, so limited to kernel-level evaluation

4000

e Co-design of apps
1 11 1/4 . 300.0
e 1. Estimate “target” performance using 2500 3
performance estimation tool = 00 :EE
. i 1500
e 2. Extract kernel code for simulator 000 — |
e 3. Measure exec time using simulator @ o B
e 4. Feed-back to code optimization s | ove | s | oves
¢ 5. Feed_baCk to Compller :Z’\sﬁis rzlt-lz':is r4|-tll?nh:|eo1 r4l-t|l|13r:02

RIKEN



ARM for HPC - Co-design Opportunities s

e ARM SVE Vector Length Agnostic feature is very interesting, since we can
examine vector performance using the same binary.

e We have investigated how to improve the performance of SVE keeping
hardware-resource the same. (in “Rev-A"” paper)
o eX.“512 bits SVE x 2 pipes” vs. “1024 bits SVE x 1 pipe”

e Evaluation of Performance and Power ( in “coolchips” paper) by using our gem-5
simulator (with “white” parameter) and ARM compiler.

o Conclusion: Wide vector size over FPU element size will improve performance if there are
enough rename registers and the utilization of FPU has room for improvement.

Note that these researches are not relevant to 1.40
“post-K” architecture.

1.20

® Y. Kodama, T. Oajima and M. Sato. “Preliminary
Performance Evaluation of Application Kernels Using
ARM SVE with Multiple Vector Lengths”, In Re-
Emergence of Vector Architectures Workshop (Rev-
A) in 2017 IEEE International Conference on Cluster

1.00
S 0.80
0.60
Computing, pp. 677-684, Sep. 2017. £ 040
® T. Odajima, Y. Kodama and M. Sato, “Power N
Performance Analysis of ARM Scalable Vector 0.20
Extension”, In IEEE Symposium on Low-Power and 0.00
High-Speed Chips and Systems (COOL Chips 21), Apr. triad nbody dgemm
2018 mLEN=4 mLEN=8 mLEN=8 (x2)

Relative Execution Time

\J Faster

RIKEN



AB4FX: Summary

B Arm SVE, high performance and high efficiency

W DP performance 2.7+ TFLOPS, >90%@DGEMM
® Memory BW 1024 GB/s, >80%@STREAM Triad

12x compute cores

Peak DP performance

1x assistant core — - ISA (Base, extension)
Controller | Interface
t —— Process technology

SIMD width

# of cores

Memory capacity

Memory peak bandwidth
PCle

CMG : Core Memory Group NOC : Network on Chip

High speed interconnect

SCAsia2019, March 12 13

[o®)
FUJITSU

AB64FX
Armv8.2-A, SVE

7 nm

2.7+ TFLOPS

512-bit

48 + 4

32 GiB (HBM2 x4)

1024 GB/s

Gen3 16 lanes

TofuD integrated

© 2019 FUJITSU



AB64FX technologies: Core performance FujiTSu

B High calc. throughput of Fujitsu’s original CPU core w/ SVE

W 512-bit wide SIMD x 2 pipelines and new integer functions

(GOPS) Core peak performance

500 INT8 partial dot product

] C= 3 (AixBi)+C

400 460 st shit bt spit

300 >230 | S —
200 >115 B +

0o 57 B -

\ J

0 | { | Slbit
64-bit 32-bit 16-bit  8-bit (Elementsize)

Multiply and add INT8 partial dot product

SCAsia2019, March 12 14 © 2019 FUJITSU



AB64FX technologies: Scalable architecture FUjITSU

B Four CMGs maintain cache coherence w/
on-chip directory

B Core Memory Group (CMG)

12 compute cores for computing and
an assistant core for OS daemon, 1/0, etc. Threads binding within a CMG allows linear

Shared L2 cache speed up of cores' performance

Dedicated memory controller

CMG configuration AG64FX chip configuration

I core" core” core" core” core" core” coreI \\§\\‘*~~\\ Tofu PCle
I core" core” core" core” core" coreI §\~~\\\\ controller controller
t ¢t t t % 1%
X-Bar connection - i
L2 cache 8MiB 16-way P BT
- on
1 /,/”/ chip
Memaly HBM2[+>| CMG CMG [+ HBM2
HBM2 Netw?rk
on chip

SCAsia2019, March 12 15 © 2019 FUJITSU



High Bandwidth FUJITSU

B Extremely high bandwidth in caches and memory

« A64FX has out-of-order mechanisms in cores, caches and memory controllers.

It maximizes the capability of each layer’s bandwidth

/ 2
yd - b

CMG 12 Computing Cores + 1x Assistant Core

i N \
Core Core || Core Core

Performance 512-bit wide SIMD . . .
>2.7TFLOPS | 2x FMAs
L1 Cache Hﬂ Hﬂ Hﬂ
>11.0TB/s (BF ratio = 4)

2e- 0
L2 Cache 115 >57 1 [ 1 [

>3.6TB/s (BF ratio = 1.3) GBIs

L2 Cache 8MiB, 16way
Memory 256

1024GB/s (BF ratio =~0.37) GBI/s
HBM2 8GiB ill

13 All Rights Reserved. Copyright © FUJITSU LIMITED 2018



AG4FX: L1D cache uncompromised BW FUjiTSU

' L1D Read data0

O 128§/cycle sustained BW even for Read port0 S iy
unaligned SIMD load L. — I
Read datal

Read portl 64B/cycle
—{ “— I

1288

ﬁ TATTTY - T Y s
B “Combined Gather” doubles gather Mem. ?9.,.1_ EE E, ls_rfl_
(indirect) load’s data throughput, flow-1 I_I flow-4 flow-3

when target elements are within a l flow-2 /7_’
“128-byte aligned block” for a pair of 4
two regs, even & odd Regs 0] 1 JEIEN <[ > [CEA

3B Maximizes BW to 32 bytes/cyc.

SCAsia2019, March 12 17 © 2019 FUJITSU



A64FX: Power monitor and analyzer FUjiTSU

B Energy monitor (per chip) B Energy analyzer (per core)
B Node power via Power API*1 (*msec) W Power profiler via PAPI*2 (~nsec)
B Averaged power of a node, CMG (cores, W Fine grained power analysis of a core, L2
L2 cache, memory) etc. cache, and memory
*1: Sandia National Laboratory *2: Performance Application Programming Interface
AB64FX
CMGH#O0
Core 'l | L2 cache Memory

Core activity Power calc. L2 cache activity Power calc. Memory activity Power calc. cvGl | emal emva

#1 #2 #3
Core
Energy L2 Cache <
Analyzer
Memory < -

= i : IR RN,
B e | - EC i O e |

Power calc. for Tofu Power calc. for PCle

SCAsia2019, March 12 18 © 2019 FUJITSU



A64FX: Power Knobs to reduce power consumption FUﬁTSU

B “Power knob” limits units” activity via user APlIs

B Performance/W can be optimized by utilizing Power knobs, Energy monitor

& analyzer
e e !
: Fetch . Issue | Dispatch Reg-read | Execute Cache and Memory Commlt :
: P _,/ EAGA .| Fetch CSE : """"""""""""" !
! )  Yevevy ([ _Exc T port - -~ - - Frequency reduction
! BEY Decode N psa > L/ EAGB ] ||): -L PC I
: = us s > PGPR i ] EXD > store :
I S i ]-: ! gt 102 Control !
: t 77 bl Rseo [ I ¢ @ L Write ™—¢ Registers :
| Branch ! ] < e -Bﬂfff’_ _ I
I Predictor ; PPR > PRX A B b e :
: i el viner ST R | N -~~~ {ERA pipeline oy,
I —— T ipeline on :
: | ‘ u 27 7 : ______ PIPElnE onl Y .
l | ™ ReBR | PFPR % l
! 1 —l g a8 So N b e O PP SR,
| = ~Tr~~~7.FlApipelineonly
| : -
————————— 1 —— e e e e e e s e e e e e o - —— — — — —— o w— — — —— e e e e —
| [P P
___________________________.i Tofu controller PCI Controller 52 cores : HBMZ B/W adJUSt :
_Decode width:4to2 oMz L ommemmmTTT ' (units of 10%) :

SCAsia2019, March 12 19 © 2019 FUJITSU



Preliminary performance evaluation results FUJITSU

B QOver 2.5x faster in HPC & Al benchmarks than SPARC64 Xlfx
HPC

Throughput tests Application kernels
B

——

INT8 partial

Memory BW 512-bit SIMD = Combined gather  L1$ BW L2$ BW dot product

A=

' 3.4x Sl
2.51F 840 3.0x 2.8X 2.5x

GB/s

normalized by SPARC64 XIfx

Performance increase

Baseline:
SPARC64 XIfx

DGEMM STREAM Triad  Fluid dynamics Atomosphere  Seismic wave  Convolution  Convolution
propagation FP32 low precision

SCAsia2019, March 12 20 © 2019 FUJITSU



R Post-K A64fx AO (ES) performance Qs

RIMEN

- Performance / CPU Machine Performance (HPC)

Peak TF Peak Mem. Stream -(I:':i?:glr DGEMM  Linpack GF/W Network BW
(DFP) BW Triad B/F Efficiency Efficiency Per Chip

Post-K A64fx TOFU-D
(AO Eng. 2373% 1024GB/s 840GB/s 0(')3;; 94 % 87.7 % >15 40.8GB/s
Sample) ) ] (6.8x 6)
Intel KNL  3.0464 600GB/s 490GB/s 0.20 66% 54.4 % 4.9 12.5 GB/s
Intel Skylake 1.6128 127.8GB/s 97 GB/s 0.08 80 % 66.7 % 4.5 6.2GB/s
NVIDIA V100 7.8 900GB/s 855GB/s  0.12 76 % 15.113 160GB/s

(DGX-2) 6.2GB/s



Note: Haswell:

1 node = 2 chips

9
8
! |
j_l.c’\ 6
= 3
2 4
Mol
2 4
o | B _ _ _ _ _ _ _
MG SP FT LU IS BT CG EP
HAVILVN [D—UIEHR|TATIVE SEYVILIN| B—2I

FX100: 1 node =

1 chip

NAS Parallel Benchmark of FX100,;,

[Slide b)élkuo Miyoshi, Fujitsu, SSKen2015]
B OpenMPERZ R VC ) — R 1 D BB 1 A% S
FX10/=33 3 % /— Képt= YtEBER EEE

"FX10(16 ALY F) FX100(32AL vy F) ®Haswell(32AL v k)t

32 threads&cores t 15— /N~ 13 CPUR %1 9GHC BE LEVS SO AEERT

FX100(% . FX10LL F193.94% . Haswelltt F491.3fE D ) — FdH=DE & M4 g

{& FH 31— F: NAS Parallel Benchmarks Ver. 3.3.1 OpenMPhR 75 AC

22 Copyright 2015 FUJITSU LIMITED



Fiber ( Post-K) MiniApp on FX100:ujsu

L3lide by lkuo Miyoshi, Fujitsu, SSKen2015]

77)% EREY A X T4 X ] ALY RS x TOL AR
(ZEHBFX10. FX100. Haswell)

CCS QCD 32x32%x32%x32 BiCGStab 16tx2p 32tx1p 16tx2p

NICAM-DC-MINI  gl05rl00z80pe10 Dynamics 3tx10p

FFB-MINI 1,048,576 &% MAIN LOOP 1tx32p 8tx4p 1tx32p

FFVC-MINI 256 x 256 x 256 Total 4t X 8p 16t X 2p

NTChem-MINI taxol RIMP2 Driver 1tx32p 16tx2p 2tX16p

“|
~

. //\I] E %:5 %

Note: Haswell:

1 node = 2 chips
32 threads&cores
FX100: 1 node =
1 chip

32 threads&cores

tERER L L

O P N W B U1 O

FX101=X49 & /— R = Y BEmD EEE

FX100(%. FX10LtLFE153.34%.
Haswelltb 1591420 /—F

HIZDIERE

3 ) FFVCIC (X BAZMRI YV IN1 5. NTChemlZ
(T BAFMmEFESII1TSVEERH, QCDTIE
THAX vy 1FA,
FFBTIEL-70-)vy D I-NEBEEN

NTChem
-MINI

CCS
QCD

® FX10(2/—K)

NICAM-DC
-MINI

FX100(1/—K)

FFB
-MINI

FFVC
-MINI

® Haswell(1/—F)

23 Copyright 2015 FUJITSU LIMITED



. (o8
Post-K performance evaluation FUJITSU

B Himeno Benchmark (Fortran90)

_ 400 346
2 350 305 —
= 300 286
— 250
750
— 103
100 99
ST .
Intel Xeon FX100 Post-K SX-Aurora  Tesla V100
Platinum 1 CPU 1 CPU 1VET 1 GPUT
8168
2 CPUs T “Performance evaluation of a vector supercomputer SX-aurora TSUBASA”,

SC18, https://dl.acm.org/citation.cfm?id=3291728

SCAsia2019, March 12 24 © 2019 FUJITSU



. e®)
Post-K Chassis, PCB (w/DLC), and CPU Package FUJITSU
NFA ]‘}
| ( |
\ = i P |
% R © | FUjiTsu |
| : _ -~ CPU 60
i N A @ ' | A64fx mm
i el e i
' 280
, mm | ¥
3 P 60
;‘ 0, | PEEETIEIGTS :‘( : mm
W 800mm Ty
D1400m e CPU Package
H2000mm Y O v |

384 nodes ; m PO Chip Booted in June

cmu T Undergoing Tests

FUJITSU CONFIDENTIAL

Copyright 2018 FUJITSU LIMITED



CMU: CPU Memory Unit FUjiTSU

B A64FX CPU x2 (Two independent nodes)
B QSFP28 x3 for Active Optical Cables

B Single-side blind mate connectors of signals & water

B ~100% direct water cooling

I:_E AOC :I QSFP28 (Z);J/;,«; £
uilﬂ r' . ;
{ AOC QSFPZS (Y)',‘
RN 1Y
| LR QSFP28 ()

N\ :1‘; ' =
(Q» e i ;
T | | ‘ [ poema Electrical signals

SCAsia2019, March 12 26 © 2019 FUJITSU



TOFU-D 6D Mesh/Torus Network FUJITSU

M Six coordinate axes: X, Y, Z, A, B, C
W X, Y, Z: the size varies according to the system configuration
B A B, C:the sizeis fixedto 2x3 X2

M Tofu stands for “torus fusion”: (X, Y, Z) X (A, B, C)

XXYXZX2%X3%X2
H_J

September 11th, 2018, IEEE Cluster 2018 27 Copyright 2018 FUJITSU LIMITED



A64FX: Tofu interconnect D FUjITSU

B [ntegrated w/ rich resources

W Increased TNIs achieves higher injection BW & flexible comm. patterns
W Increased barrier resources allow flexible collective comm. algorithms
B Memory bypassing achieves low latency

-------------

-
1
1
1
1
1
1
1
1
1
1
1
1
1

4

AG4AFX

W Direct descriptor & cache injection

I

----------------------------

08 |2 (=
QR 2,

| S ——

TofuD spec - P

___________ U, S — = !

Port bandwidth 6.8 GB/s 8
-_) O !

Injection bandwidth 40.8GB/s | - - "
Measured —

Put throughput 6.35 GB/s > o~ |

Ping-pong latency 0.49~0.54 pus

----------------------------

SCAsia2019, March 12 28 © 2019 FUJITSU



Put Latencies FUJITSU

B 8B Put transfer between nodes on the same board
¥ The low-latency features were used

______ Communication settings

Tofu1 Descriptor on main memory 1.15 us

Direct Descriptor 0.91 us

Tofu2 Cache injection OFF (0.87 us
o 0:20]ps]

Cache injection ON 0.71 s

TofuD To/From far CMGs (0.54 us

To/From near CMGs [ 0.49 us

B Tofu2 reduced the Put latency by 0.20 ys from that of Tofu1

¥ The cache injection feature contributed to this reduction

B TofuD reduced the Put latency by 0.22 ys from that of Tofu2

September 11th, 2018, IEEE Cluster 2018 29 Copyright 2018 FUJITSU LIMITED



Injection Rates per Node

B Simultaneous Put transfers to multiple nearest-neighbor nodes

M Tofu1 and Tofu2 used 4 TNIs, and TofuD used 6 TNIs

_ Injection rate Efficiency

77 %
88 %
92 %
93 %

B The injection rate of TofuD was approximately 83% that of Tofu2

Tofu1 (K) 15.0 GB/s
Tofu1 (FX10) 17.6 GB/s
Tofu2 45.8 GB/s
TofuD 38.1 GB/s

B The efficiencies of Tofu1 were lower than 90%

W Because of a bottleneck in the bus that connects CPU and ICC

B The efficiencies of Tofu2 and TofuD exceeded 90 %
¥ |ntegration into the processor chip removed the bottleneck

(e ®)
FUJITSU

September 11th, 2018, IEEE Cluster 2018 30

Copyright 2018 FUJITSU LIMITED



Packaging — Rack Structure of Post-K

B Rack
M 8 shelves
m 192 CMUs or 384 CPUs

B Shelf
W 24 CMUs or 48 CPUs
BXXYXZXAXBXC=1X1X4%x2%Xx3x%X2

B Top or bottom half of rack
W 4 shelves
BXXYXZXAXBXC=2X2X4X2X3X2

Shelves

O
FUJITSU

September 11th, 2018, IEEE Cluster 2018

31

Copyright 2018 FUJITSU LIMITED



1 Peta FLOPS by K computer & Post-K FUjiTSU

B K computer B Post-K

W 80x compute racks & 20x disk racks W 1x rack w/ SSDs

Compute nodes 7,680(=96x80)

384

L.Z1T1

|0 nodes 4,80(=6x80)

. 2 - )
Fotp””t (m?) SPARC Linux
0

as system software in
collaboration with Open
Source Community

SCAsia2019, March 12 32 © 2019 FUJITSU



. . [o®)
Post-K system configuration FUJITSU

=
B Scalable design SIS
ﬂa§$%§ % S
I S
i yL | S
AG4FX : %
CPU CMU BoB Shelf System
CPU 1 Single socket node with HBM2 & Tofu interconnect D
CcMU 2 CPU Memory Unit: 2x CPU
BoB 16 Bunch of Blades: 8x CMU
Shelf 48 3x BoB
Rack 384 8x Shelf

SCAsia2019, March 12 © 2019 FUJITSU



. (e®)
Overview of Post-K System & Storage FUJITSU
® Compute Node, Compute + I/O Node |

connected by TOFU-D

® 3-level hierarchical storage
o 1stLayer: GFS Cache + Temp FS
o 2"d | ayer: Lustre-based GFS

o 3 Layer: Off-site Cloud Storage e s

® Full Machine Spec

e >150,000 nodes, ~8 million High Perf.
Arm v8.2 Cores

e >150PB/s memory BW
e > 400 racks

o ~40 MegaWatts Machine+IDC
PUE ~ 1.1 High Pressure DLC

o ~=15~30 million state-of-the art
competing CPU Cores for HPC
workloads (both dense and sparse
problems)

CN  loas  [SID&CN/**s] CN leee  [SIO&CN**s CN |ows
CN  [ees CN  [sss] CN  ees

Login Node Login Node

' 1/0 Network
|
[ Maintlsnance Network

20018/6/26



Post-K Programming Environment FUjiTSU

® Programing Languages and Compilers
provided by Fujitsu

¢ BarlelAnogrammiglsanguage & Domain

Fortran2008 & Fortran2018 subset
C11 & GNU and Clang extensions

C++14 & C++17 subset and GNU and Clang

extensions
OpenMP 4.5 & OpenMP 5.0 subset
Java

Seresiie Library provided by RIKEN

® Process/Thread Library provided by RIKEN

XcalableMP

FDPS (Framework for Developing Particle
Simulator)

PiP (Process in Process)

e Script Languages provided by Linux distributor

® E.g., Python+NumPy, SciPy

Communication Libraries

® MPI 3.1 & MPI14.0 subset
+ Open MPI base (Fuijitsu), MPICH (RIKEN)

B Low-level Communication Libraries
* uTofu (Fujitsu), LLC(RIKEN)

File /O Libraries provided by RIKEN
W Lustre

® pnetCDF, DTF, FTAR

Math Libraries
®m BLAS, LAPACK, ScaLAPACK, SSL Il (Fujitsu)

® EigenEXA, Batched BLAS (RIKEN)

Programming Tools provided by Fujitsu
W Profiler, Debugger, GUI

NEW: Containers (Singularity) and other Cloud APls
NEW: Al software stacks (w/ARM)

20018/6/26
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Post-K system software FUJITSU

B RIKEN and Fujitsu are developing a software stack for Post-K

Post-K applications

Fujitsu Technical Computing Suite / RIKEN-developed system software

|U|anagement Sm

FiIe'Sﬁ/'Stem_‘ "~ Programming environment

System management FEFS
for high availability & Lustre-based
power saving operation

XcalableMP

distributed file system MU OTEmINIEL 1IRISs)

OpenMP, COARRAY, Math.libs.

Job management for LLIO
higher system NVM-based file I/O

Compilers (C, C++, Fortran)

utilization & power

.. accelerator
efficienc

Debugging and tuning tools

arm Linux OS / McKernel (Lightweight kernel)

g

-

Post-K system hardware

Post-K  under development w/ RIKEN
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OSS Application Porting @ Arm HPC Users Group FUﬁTSU

(http://arm-hpc.gitlab.io/)

LAMMPS Modified Modified Modified Modified
GROMACS C Modified Modified Modified Modified
GAMESS* Fortran Modified Modified Modified Modified
OpenFOAM C++ Modified Modified Modified Modified
NAMD C++ Modified Modified Modified Modified
WRF Fortran Modified Modified Modified Modified
Quantum ESPRESSO  Fortran Ok in as is Ok in asis Ok in asis Modified
NWChem Fortran Okinasis Modified Modified Modified
ABINIT Fortran Modified Modified Modified Modified
CP2K Fortran Ok in as is Issues found Issues found Modified
NEST* C++ Okin asis Modified Modified Modified
 scasi: BLAST* C++ Ok in as is Modified Modified Modified 4 rumsy



OSS Application Porting @ Arm HPC Users Group FUﬁTSU

(http://arm-hpc.gitlab.io/)

LAMMPS Modified Modified Modified Modified
GROMACS C Modified Modified Modified Modified
GAMESS* Fortran Modified Modified Modified Modified
Sl TweI\A/e primary OSS éBleications -a-renlri'stled and be-i-ng“’;.eslted in Jocified
NAMD the Users Group for each compilers, collaboratively w/ Arm odifiec
WRF odified
Quantum ESPRESSO  Fortran Okinasis Okinasis Okinasis Modified
NWChem Fortran Okin asis Modified Modified ongoing
ABINIT Fortran Modified Modified Modified Modified
CP2K Fortran Okin asis Issues found Issues found ongoing
NEST* C++ Ok in asis Modified Modified Modified
 scasi: BLAST* C++ Ok in as is Modified Modified Modified 4 rumsy



 Massive Scale Deep Learning on Post-K m

R-CCS

Post-K Processor

@ High perf FP16&Int8 Unprecedened DL scalability
€ High mem BW for convolution .
@ Built-in scalable Tofu network High Performance and Ultra-Scalable Network

_ . for massive scaling model & data parallelism
High Performance DNN Convolution

~ | TOFU Network w/high
injection BW for fast
reduction

Low Precision ALU + High Memory Bandwi Unprecedented Scalability of Data/

dth + Advanced Combining of Convolution

Algorithms (FFT+Winograd+GEMM)




. [o®)
“Post-K” Naming until April 8, 2019 5 pm JST  FUJITSU

B Foreign submissions welcome
B Requirements for the post-K’s name are:

B The name should preferably express the idea that RIKEN is a world-class research institute
operating a state-of-the—art supercomputer.

M The name should be attractive not only to Japanese speakers but to people around the world.

I Call for proposals for the name of the post-K

The RIKEN Center for Computational

Science (R-CCS) is calling for proposals You are INVITED
for the name of the successor to the K
‘ e ) to NAME the Post-K

computer (often referred to as the post-K

supercomputer

computer), which has been under

development with the target to start

providing shared use service around the

year 2021.

https://www.r-ccs.riken.jp/en/topics/naming.html
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