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Why is an Ecosystem Important?

● An Ecosystem is a collection of common material
● Developed jointly and shared

● Developed commercially and sold

● Design once and reuse is fundamental
● Incur most costs only once

● Spread most of those costs out amongst many partners

● Greatly lowers the barrier to entry
● Creates opportunities where it was previously too expensive
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The Old Ways

1. Decide you want to build hardware to address a 
certain market

2. Design an ISA
3. Design/Build Hardware
4. Write a (good) compiler
5. Write an OS

● (or get your customer to do it!)

6. Port every piece of software your customer may 
want to run

7. Go to Market!
8. Go back to step 1
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The Ecosystem Way

1. Decide you want to build hardware to address a 
certain market

7. Go to Market!
8. Go back to step 1
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Application Performance Correlates with Bandwidth
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…Not FLOPS
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Getting from observation

to application gains 

requires all ecosystem pieces!



Hardware Ecosystem

● Multiple CPU vendors have product
● Cavium and Qualcomm are the biggest

● More CPU vendors are active

● OEM/ODMs have developed infrastructure to support these

● Core IPs are reaching maturity with NEON and have good ILP

● Open server standards for various memory/IO types are available
● DDR4, HBM, PCIe, CCIX, OpenCAPI, Gen-Z

● Future SVE ISA is available and developments are ongoing 
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Software Ecosystem

Areas of Interest:
● OS and related system infrastructure

● OS largely a solved problem - fully supported by RHEL, SLES, etc.

● Support from KVM and other virtualization/container technologies

● Management features and interfaces
● BIOS, system firmware, schedulers and resource management, power 

management, etc.

● Some open source (OpenStack, etc.) and vendor-based solutions

● User-facing software
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From SC17 Panel: “The Arm Software Ecosystem: Are We There Yet?”

Data Collected by CJ Newburn, Nvidia



HPC-Specific Ecosystem

● OpenHPC stack contains large set of 
widely used open-source HPC 
software

● As of 1.3.3, official builds for Arm on 
both SLES and CentOS
● Arm hardware in the testbed path, so 

regression is tested

● Maintains source-level compatibility 
for elements of joint stack
● Minimizes porting pains
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CRAY CATAPULTS ARM-BASED PROCESSORS INTO SUPERCOMPUTING

Cray Adds Arm Processors with Complete Software Stack to the Cray XC50 Supercomputer

Seattle, WA – November 13, 2017 – Global supercomputer leader Cray Inc. (Nasdaq: CRAY) 

today announced the Company is creating the world’s first production-ready, Arm®-based 

supercomputer with the addition of Cavium (Nasdaq: CAVM) ThunderX2™ processors, based… 

Supercomputing

…Made Possible by Cray

Programming

Environment
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From SC17 Panel: “The Arm Software Ecosystem: Are We There Yet?”

Simon McIntosh-Smith, Bristol/GW4



Benchmarks: CCE vs Alternative Arm Compilers
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Notable Gaps

● Some IO bits
● Lustre is functional, but tuning is in process

● GPFS client?

● Nvidia Tesla stack
● Basics are there, but

● Significant gaps where porting has not happened

● ISV codes, generally
● Always the last to move to new things

● Need to be motivated by customer deployments or market indications
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https://gitlab.com/arm-hpc/packages/wikis/home

https://gitlab.com/arm-hpc/packages/wikis/home


Ecosystem for Future Technologies
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Partnership on Future Architectures

● Cray and Arm have collaborated since 2013 on 
future HPC architectures:

● Scalable Vector Extension (SVE), which 
leverages ISA elements pioneered by Cray 
systems and compilers

● Developing the ecosystem of HPC-relevant 
technologies, including open interfaces, 
memories, and software infrastructure

● Partnered with DOE through FastForward 2 and 
PathForward contracts to understand impact 
on end-user applications
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Ecosystem for Future Technologies

● Tools development has started across the industry for SVE

● Arm Research has early tools for building/emulation of SVE codes
● Currently decoupled from performance models

● Work underway from various vendors (Arm, Fujitsu, Cray, etc.) to 
make more toolchains available
● ABIs and base libraries
● QEMU
● LLVM support

● Point of interaction: what components/tools would the 
applications community find most useful in exploring these 
technologies?
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Open Call: What Would Help?

What needs to be ported?

What resources are necessary?
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